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Much of Asset Pricing Uses Embeddings

• Firm characteristics: Manually engineered low-dimensional representation

• Characteristics + Macro Variables: Context-dependent embeddings

• Latent states 𝒙𝒕 in affine term structure models: embeddings of the macro-finance 

environment

• Option-implied risk-neutral densities: embedding of the market’s beliefs

• Investor characteristics (e.g. style tilts, mandates, horizon): Embedding of an 

institutional identity

 ⋮



More Recent Examples of Embeddings

Identifying similar historical moments:

Source: Verdad Research (2024), “Analogous Market Moments”
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More Recent Examples of Embeddings

Compress vast information into tractable latent representation:



Question: Can we construct, using holdings and tools from AI/ML, low-dimensional 

representation of assets that can explain valuations, returns, and portfolio choices?

Methodology

• Motivate asset embeddings using a simple micro-foundation

• Estimate latent representation inspired by (1) recommender systems and (2) transformers

• Evaluate embeddings using three benchmarks and interpret them using text data

Main Findings

• Holdings-based embeddings encode rich economic structure, outperforming 

characteristic-based and text-based models

• Different embedding architectures specialize in different economic tasks

Deep, paradigm-shifting paper with multiple core contributions in key areas!

• Advocates a pragmatic approach building on authors’ earlier efforts in DSAP

Plan for Discussion:

1. Three Ways to Read the Paper

2. Comment 1. Set of Benchmarks and Candidate Models

3. Comment 2. Can text-based models do better?

Recap
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This paper joins a fourth category (“intellectual transfer”) – a relatively smaller set of 

papers that borrows core ideas from AI/ML and applies them to economics and finance.

Some examples:

This Paper:

• Show that hierarchical relationship between words and paragraphs in language models is 

directly analogous to relationship between assets and portfolios,

• Operationalize this insight in the form of asset embeddings.

(1) Paper in Context: AI/ML in Finance



(2) Paper in Context: 𝑅2 in Asset Pricing

Link to podcast
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(2) Paper in Context: 𝑅2 in Asset Pricing

Asset pricing has a rich history of quantifying asset price variation by going beyond structural 

equilibrium models:

• Variance Decomposition and Present Value Identities

• Campbell and Shiller (1988), Campbell (1991), Vuolteenaho (2002)

• Shiller (1981), LeRoy and Porter (1981)

• Reduced-Form Factor Models and Statistical Approaches

• Ross (1976)

• Fama and French (1992, 1993, 2015), Carhart (1997)

• Kozak, Nagel, and Santosh (2018, 2020), Kelly, Pruitt, and Su (2020)

• Dynamic Term Structure Models

• Vasicek (1977), Cox, Ingersoll, and Ross (1985)

• Litterman and Scheinkman (1991)

• Demand System Asset Pricing (DSAP)

This Paper:

Proof of concept on how we can use tools from AI/ML to systematically extract useful 

information from portfolio holdings to explain the “variance” in P, ΔP, and Q



Paper also pushes the reader to confront several foundational questions about how to 

approach research in asset pricing.

What constitutes a good model?

• If useful representations can be learned, then model quality maybe hinges less on 

parametric elegance and more on whether the representation captures economically 

meaningful structure

How should we evaluate models?

• Out-of-sample performance on benchmarks that we deem relevant for asset pricing

Which information is valuable to the econometrician?

• Holdings as a “sufficient statistic” for investor beliefs, constraints, and preferences

What is the goal of our profession?

• Develop empirically successful models that recover economically meaningful structure 

hidden in data and generate reliable predictions about key asset pricing quantities

This Paper:

A friendly invitation to revisit the criteria by which we judge models, evidence, and progress 

in our profession.

(3) Paper raises deep questions for academic research



Comment 1. Set of Benchmarks and Candidate Models



Which benchmarks?

Authors introduce three benchmarks – an evaluation suite for asset embeddings

1. Valuations: Do embeddings explain valuations in the cross-section?

Prediction of M/B using embeddings in the cross-section

2. Returns: Do embeddings explain realized returns in the cross-section?

Prediction of stock returns using embeddings in the cross-section

    

3. Holdings: Can embeddings infer missing assets in portfolios?

Prediction of the missing asset identity using embeddings

Excellent starting point to think about the set of benchmarks. Authors also write:

We could imagine a quarterly competition to evaluate new models on these 

benchmarks, just like the ImageNet Large Scale Visual Recognition Challenge

This mirrors the practice in AI!

• Stable, repeatable tasks against which new models can be compared real-time



Complementary to traditional asset pricing benchmarks

Gormsen (2021), “Time Variation of the Equity Term Structure”



Benchmarking the Benchmarks in AI



How should we choose the benchmarks?

Benchmarks in the AI community evolve to meet user needs

Coding benchmarks for developers

Instruction-following benchmarks for everyday users

Math benchmarks for mathematicians

Who are the “users” of asset embeddings, and what benchmarks should serve them?

1. Industry Participants

• Example: Predict replacement assets in tax loss harvesting 

2. Regulators

• Example: Predict “runs” and flight-to-safety (e.g. March 2020, UK LDI)

3. Academics

• Example: Return co-movement on identified “policy days” (e.g. FOMC, CPI)

Suggestion #1. High-level categorization of the benchmarks based on user needs

• Would provide the reader a more structured way to think about next generation of 

benchmarks



Which candidate models?

Authors evaluate broadly four categories of models:

1. Characteristics-based Models: (1) Beta, (2) Beta + three/five characteristics

2. Recommender Systems with varying information sets and assumptions about shorts

• Binary information sets

• Percentile ranks

• Log dollar holdings  

3. Word2Vec ordered by investors’ portfolio weights

4. Transformers trained on (1) portfolio shares and (2) ownership shares 
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• Would be instructive to see how well KNS PCs perform given it’s the best linear 

compression of anomaly portfolios



Which candidate models?

Authors evaluate broadly four categories of models:

1. Characteristics-based Models: (1) Beta, (2) Beta + three/five characteristics

2. Recommender Systems with varying information sets and assumptions about shorts

• Binary information sets

• Percentile ranks

• Log dollar holdings  

3. Word2Vec ordered by investors’ portfolio weights

4. Transformers trained on (1) portfolio shares and (2) ownership shares 

Also, note that different models use different amounts of economic information.

• The dimensionality of embeddings is fixed, but the amount of information is different

• This is intentional – the whole point is to highlight the wealth of information in holdings!

• Still useful to compare the value of (i) holdings vs. (ii) accounting vs. (iii) news (text)

Question. Is there a way to compute the “value of information” in this framework?

If I have a $1, should I use it to buy information on (1) NVIDIA’s data center capex, (2) how 

much Korean investors hold NVIDIA, or (3) Jensen Huang’s exclusive interview?

• Baley and Veldkamp (2025) could provide a useful starting point.



Comment 2. Can Text-based Models Do Better?



Text-based Embeddings



Text-based Embeddings

Embedding Model

“NVIDIA CORPORATION”

[0.122, -0.357, 0.486, 0.279, -0.577, -0.993, 0.407…. ]

1024-dimensional embedding

[0.356, 0.481, -0.374, 0.985]

4-dimensional embedding

Cohere, OpenAI, …

Benchmark Tasks

• Predict valuations

• Predict returns

• Predict holdings

…
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Large Language Model

Asset description

Benchmark Tasks

• Predict valuations

• Predict returns

• Predict holdings

…

NVIDIA Corporation is a 

global semiconductor and 
computing company 

specializing in …

Investor description

Pershing Square Capital 

Management is known for 
concentrated, long-term 

strategy specializing in 

fundamental value investing…



An Alternate Approach

Large Language Model

Asset description

Benchmark Tasks

• Predict valuations

• Predict returns

• Predict holdings

…

NVIDIA Corporation is a 

global semiconductor and 
computing company 

specializing in …

Investor description

Pershing Square Capital 

Management is known for 
concentrated, long-term 

strategy specializing in 

fundamental value investing…

Fine-tune weights using holdings data



An Alternate Approach

Why might this be useful?

1. A model that “knows” a lot may do better with slightly more context.

• Industry linkages, supply-chain relationships, corporate strategies, risk narratives

• Investor philosophies, sensitivities to events

2. Preliminary evidence of success in predicting market shares (in the context of marketing)

• If LLMs can learn consumer demand, maybe they can learn investor demand

3. Compressing assets into low-dimensional embedding may collapse too many 

economically relevant distinctions.

Ultimately, we’d like to integrate accounting + holdings + text information.

The question is what is the optimal combination.

Suggestion #3

It would be useful to consider the performance of a text-based transformer (+ holdings-based 

fine-tuning) that works on text of investor and asset descriptions. 



Final Thoughts: When Does the LLM Analogy Break Down?

1. What constitutes a “high-quality” dataset in this setting?

• In NLP, concerns about web-scale noise led to a curation of corpora

2. What is the “grammar” of portfolio management?

• Grammar in text provides compositional structure (e.g. subject-verb-object)

• In language, speakers share syntax; do managers also share syntax?

3. Scope for Reinforcement Learning from Human Feedback (RLHF)

• RLHF: Model generates output, humans rank or evaluate those outputs, then the 

model is optimized to prefer outputs that humans judged as better

4. NLP benefits from seeing incorrect grammar (“I goed”). 

• Do we have “forbidden pairs” in portfolios?



Final Thoughts

• Deep, paradigm-shifting paper with multiple core contributions in key areas 

• A fundamentally pragmatic approach that builds on authors’ earlier efforts in DSAP

• Punchline: With the right tools, the plethora of information in holdings can be smartly 

leveraged to make important progress on the most important Qs in asset pricing.

• A few questions prompted by the paper for the future:

• ML embraces the idea that no single model performs best across all benchmarks. 

Should we do the same?

• When does the LLM analogy break down?

Everyone should read it…

 … or at least discuss it with an LLM.dfdfdfdf         


	This Paper
	Slide 1: Discussion of Gabaix, Koijen, Richmond, and Yogo (2025)  “Asset Embeddings”

	Recap
	Slide 3: Much of Asset Pricing Uses Embeddings
	Slide 4: More Recent Examples of Embeddings
	Slide 5: More Recent Examples of Embeddings
	Slide 6: More Recent Examples of Embeddings
	Slide 9: Recap

	Three Ways to Read the Paper
	Slide 10: Three Ways to Read the Paper
	Slide 12: (1) Paper in Context: AI/ML in Finance
	Slide 13: (1) Paper in Context: AI/ML in Finance
	Slide 14: (1) Paper in Context: AI/ML in Finance
	Slide 15: (1) Paper in Context: AI/ML in Finance
	Slide 16: (1) Paper in Context: AI/ML in Finance
	Slide 17: (1) Paper in Context: AI/ML in Finance
	Slide 18: (1) Paper in Context: AI/ML in Finance
	Slide 19: (2) Paper in Context: cap R squared in Asset Pricing
	Slide 20: (2) Paper in Context: cap R squared in Asset Pricing
	Slide 21: (2) Paper in Context: cap R squared in Asset Pricing
	Slide 22: (3) Paper raises deep questions for academic research

	Comment 1. Benchmarks for Model Evaluation
	Slide 25: Comment 1. Set of Benchmarks and Candidate Models
	Slide 26: Which benchmarks?
	Slide 27: Complementary to traditional asset pricing benchmarks
	Slide 28: Benchmarking the Benchmarks in AI
	Slide 29: How should we choose the benchmarks?
	Slide 30: Which candidate models?
	Slide 31: Which candidate models?
	Slide 32: Which candidate models?
	Slide 33: Which candidate models?
	Slide 34: Which candidate models?

	Comment 2. Can Text-based Models Do Better?
	Slide 36: Comment 2. Can Text-based Models Do Better?
	Slide 37: Text-based Embeddings
	Slide 38: Text-based Embeddings
	Slide 39: An Alternate Approach
	Slide 40: An Alternate Approach
	Slide 41: An Alternate Approach
	Slide 42: An Alternate Approach
	Slide 43: An Alternate Approach

	Final Thoughts
	Slide 44: Final Thoughts: When Does the LLM Analogy Break Down?
	Slide 45: Final Thoughts


